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Chapter 1. How is the 3-dimensional space represented in the primary visual 
cortex in strabismus?

Alekseenko S. V.

Pavlov Physiology Institute Russian academy of sciences, St.Petersburg, Russia

Abstract

Introduction



demonstrated.
The purpose

Methods

Results



Figure 1. Maps of projections of 3 dot-objects to the primary visual cortex in the case of 
normal eye alignment (a) and convergent strabismus due to the anatomical defect (b). 
Rectangular diagrams are parts of cortical area where the horizontal meridian of the visual 



Figure 2. Maps of 3 dot-objects projections to the primary visual cortex in the case of 
accommodative strabismus. (a)- convergent strabismus with small angles of eye deviation, 

a hypothetical horopter can be drawn.
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Chapter 2. Comparative analysis of neural network and human attention 

Antipova A.

Lomonosov Moscow State University, Moscow, Russia

Introduction



ü

Theoretical background



Methods

Participants. 

Equipment.

Dataset.

Model.



Figure 1. Sample image from the CAT2000 dataset.

Figure 2. Sample image from the CAT2000 dataset.

Hypotheses.

Experiment design.



Figure 3. Sample image from the CAT2000 dataset.

Method of analysis.

Figure 4. ViT attention heatmap segmentation.



Figure 5. Human attention heatmap segmentation.

Results

Figure 6. ViT attention heatmap of the dog image.



Figure 7. Human attention heatmap of the dog image.

Figure 8. ViT attention heatmap of the bear image.



Figure 9. Human attention heatmap of the bear image.

Figure 10. ViT attention heatmap of the balls image.



Figure 11. Human attention heatmap of the balls image.

prediction.



Figure 12. ViT attention heatmap of the people image.

Figure 13. Human attention heatmap of the people image.



Conclusions

Study of Consciousness No. 1/2022.
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Chapter 3. Stimulus display with extra wide color gamut for color discrimination 
thresholds assessment by strict substitution method

elokop to  .
Institute for Information Transmission Problems, Russian Academy of Sciences, Moscow, Russia

Abstract

Introduction.

The goal.

Methods.

Results.
 

Conclusion.

Introduction



Figure 1. MacAdam apparatus (MacAdam, 1942)

Methods



Figure 2. General view of the device

Figure 3. Inside stimulus box. A. Diffuse plastic plate over PCB with LEDs. B. PCB with LED 
strips, digital thermometer is mounted in the center of the PCB.



Results

Figure 4. Photograph of the stimulus box window with marked ROI (region of interest) 



Luminance linearity

Figure 5. Color Red, Green and Blue channels luminance dependence of the PWM value.

Diffuse plate spectral properties

Figure 6.

Light pulses assessment



Figure 7. Output light and input electrical pulses at various PWM values.

Stimulus display spectral characteristics

Figure 8. Spectral power distribution of the Red channel at various temperatures indicated in 
the legend.



Figure 9. Spectral power distribution of the Green channel at various temperatures indicated 
in the legend.

Figure 10. Spectral power distribution of the Blue channel at various temperatures indicated 
in the legend.

Luminance dependence on the temperature



Figure 11. Luminance of the Red channel at various temperatures.

Figure 12. Luminance of the Green channel at various temperatures.

Figure 13. Luminance of the Blue channel at various temperatures.



Assessment of the LED temperatures

m

Figure 14. Data obtained by Fluke thermal imager

Table 1.

Source Temperature (°C)

Working temperature of the device.

Channels cross-talk



Table 2. 
PWM Value LW LR LG LB Error (%)

Device accuracy

°C

.

CIE color center CIE Y (cd/m2) Y measured (cd/m2) Error (%)

Figure 15. CIE1931 chromaticity diagram with target (square markers) and measured (circle 
markers) CIE xy color coordinates in the 5 CIE color centers



Stimulus display gamut

Figure 16. CIE1931 chromaticity diagram with gamuts of the developed stimulus display 
(solid triangle) and Adobe RGB (dashed triangle).

Discussion



Conclusion
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Chapter 4. Perception of Classical Architecture: Psychophysical Researches and 
Aesthetics

Bondarko V.M., Danilova M.V., Solnushkin S. D., Chikhman V.N., Shelepin Yu.E.

Pavlov Institute of Physiology Russian Academy of Sciences, St. Petersburg, Russia

  
Figure 1. Image of the Parthenon (a) and its hypothetical two-dimensional projection (b), if 

correction was not made.



Figure. 2. The temple diagram (a), the tilt illusion with vertical grating in the center (b) and 
the Wundt-Hering illusion (c).

Methods

Observers. 

Apparatus.

cm
screen.
Stimuli. 

Distance d



Figure 3. Stimuli that were used in experiments.

The observer’s task

Results

Orientation estimation in the title illusion

Figure 4. Difference between reference and additional lines orientation (deg).

Figure 5. Lines orientation estimations.



Thus, without correction for the slopes of the columns, they may appear to diverge at the top.

Curvature assessment

Figure 6. Estimates of the curvature for lines with different curvature and orientation in context 
(1,2) and without context (3,4) are drawn. Magnitude of the estimations for horizontal (1,3) 

and vertical (2,4) lines, respectively.

Therefore, the line of stylobate can be perceived as a straight line.

But curvature of the columns is estimated correctly. The convex shape of the columns 
may be due to the aesthetics of perception.
Aesthetics of perception



Figure 7. Contour images arranged in order of increasing complexity. Complexity increases 
from the left to right and then from the upper row to the lower row.

Figure 8. Hieroglyphs arranged in the order of increasing complexity. Complexity increases 
from left to right. Upper row is complexity that calculated as the stimulus area. In the 
second line complexity was calculated as the median of spatial frequency distribution. In 
the third line complexity was estimated as the squared median multiplied by the stimulus 
area or median multiplied by perimeter image. In the fourth line experimental obtained 
estimations of complexity are shown, that were calculated as the sum of positions assigned 

by 19 observers.



Figure 9. Classical Stock Exchange building in St. Petersburg (a) and the Chinese character 
responsible for the concept of «house» (b). Note, that the cornices of the Stock Exchange 

building are straight, but appear to sag slightly due to the Wundt-Hering illusion.

Conclusion

to the aesthetics of perception.
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Chapter 5. Cross-modal interaction in the integral assessment of image and 
sound quality

Glasman K., Grinenko E., Shelepin Yu.

St-.Petersburg Electrotechnical University LETI, St.Petersburg, Russia

Pavlov Institute of Physiology Russian Academy of Sciences, St.Petersburg, Russia

1. Audiovisual information perception and quality assessment

1.1. Audiovisual information



1.2. Cross-sensory interaction in audiovisual information perception

interaction.



1.3. From content delivery to quality of experience delivery



perception.



service.

1.4. Standardized methods for image and sound quality assessment





1.5. Quality assessment of television materials: current challenges

ä ä
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1.6. Quality assessment methods and models

ö, 

systems.



ö



1.7. Objective quality measurement methods

format.

1.8. Subjective quality measurement methods

1.8.1. Basic principles



ö, 

1.8.2. Psychophysical methods

1.8.3. Descriptive methods

ö



1.8.4. User-oriented methods

ö



1.9. Quality of experience assessment

ö



1.10. Conclusions to section 1





2. Integral assessment of image and sound quality, taking into account the cross-modal 
interaction of the components of an audiovisual program

2.1. Methodology for integral quality assessment



artifacts.

Image



Sound



2.2. Distortion Rating Scale

research hypotheses.





-
most do not interfere)

-
noying)



Table 1. Distribution of expert opinions on the position of judgments on the scale

Judgments

Marks on 
scale



Table 2. Indicators of the scatter of expert opinions on the position of judgments on the scale

Judgment

Figure 1 - Indicators of the scatter of expert opinions on the position of judgments on the scale



i

i

i i i

i

i i is a random vari

i





Table 3.
of =0.01

Judgment

Table 4. Statistical indicators of expert opinions on the position of judgments on the scale 
=0.05)

Judgement



systems.

2.3. Conclusions to section 2



3. Development of subjective perception mathematical model that allows to predict an 
integral quality assessment of compressed multimedia materials

3.1. Statement of the problem



3.2.1. Experimental procedure

titions.



3.2.2. Results of experimental study



perception

Figure 2. Relationship between the video bit rate and the mean opinion score of picture quality (QV) 
for different test sequences.

Figure 3. Relationship between the audio bit rate and the mean opinion score of sound quality (QA) 
for news and music video.
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Figure 4. Relationship between the video bit rate and the mean opinion score of picture quality (QV) 
for sport sequence on a logarithmic scale

Table 5. Parameters of the empirical models of video and audio monomodal quality 
perception

News Music Sport

3.3. Development of the second-level subjective perceptual model of multimodal quality

3.3.1. Results of experimental study



Figure 5. Relationship between video bit rate, audio bit rate, and the MOS of multimodal quality 
(QAV



, 



interaction.

  

c , c c are 

 

 and c  and 
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 and the point 
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Figure 6. Relationship among Q*V, Q*A, and Q*AV for different numbers of terms of the polynomial 
0, cA1  cV1 0, cA1, cV1  

cAV 0, cA1, cV1, cAV, cA2  cV2



Q Q
Q

Figure 7. Relationship between the monomodal quality levels (QA and QV) and the multimodal 
quality level (QAV) for the music video sequence.

, c , c
Q* = c + c ·Q* + c ·Q*

Table 6. Parameters of the empirical model of multimodal quality perception

News Music Sport

c



Figure 8. Relationship among Q*V, Q*A, and Q*AV 0, cA1  c

, c , c c
Q* = c + c ·Q* + c ·Q* + c ·Q* ·Q*

Table 7. Parameters of the empirical model of multimodal quality perception

Sport



Sport

c
c

, c

 
, c , c and c  

Figure 9. Relationship among Q*V, Q*A, and Q*AV 0, cA1, cV1  cAV
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Table 8. Parameters of the empirical model of multimodal quality perception

News Music Sport

c

c
c

c  c c c  c
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Figure 10. Relationship among Q*V, Q*A, and Q*AV 0, cA1, cV1, cAV, cA2, cV2

Table 9. Parameters of the empirical model of multimodal quality perception

News Music Sport
c
c
c
c
c
c
c
c
c
c



c  c c c  c c  c c  
c

Figure 11. Relationship among Q*V, Q*A, and Q*AV 0, cA1, cV1, cAV, cA2, 
cV2, cA2V, cV2A, cA3, cV3





Figure 12. Relationship between the predicted Q*AV level of multimodal quality and 
experimental QAV

second degree

Table 10. Calculated metrics characterizing the ability of the different models to predict the 
perception of audiovisual quality

Linear 
model

Incomplete 
square model

Polynomic of the 
second degree

Polynomic of the 
third degree



 and c

3.5. Conclusions to section 3

, 

 

Q*  = k  + k ·exp(k ·VBR)

 Q*  = k  + k ·exp(k ·ABR)

 Q*  = c  + c ·Q*  + c ·Q*  + c ·Q* ·Q*  + c ·Q* 2 + c ·Q* 2+cAV2·Q* ·Q* 2 + 
c ·Q* ·Q*  + c ·Q* 3 + c ·Q* 3



 and 

, c  and c
 and c

 

4. Optimization of compression codec parameters in digital television systems

4.1. Statement of the problem



4.2. Cross-modal interaction of audiovisual program components

4.2.1. Trade-offs between picture and sound quality



Figure 13. Relationship between monomodal image quality Q*V and integral quality Q*AV 
predicted by the model (the value of sound quality Q*A



Figure 14. Relationship between monomodal sound quality Q*A and integral quality Q*AV 
predicted by the model (the value of image quality Q*V



Figure 15. Change in the perception of integral quality in relation to monomodal image 
quality (Q*AV - Q*V) depending on the level of image quality (Q*V) with different values of 

sound quality (Q*A



Figure 16. Change in the perception of integral quality in relation to monomodal sound 
quality (Q*AV - Q*A) depending on the level of sound quality (Q*A) with different values of 

image quality (Q*V



Figure 17. Relationship between the difference Q*AV V of the values of the quality of 
experience predicted by the model and the values of the monomodal image quality as a 
function of the monomodal image quality value Q*V

monomodal sound quality Q*A A=1.5 point

 of the predicted inte



in the perception of sports stories.

Figure 18. Relationship between the difference Q*AV A of the values of the quality of 
experience predicted by the model and the values of the monomodal sounds quality as a 
function of the monomodal sound quality value Q*A
- monomodal image quality Q*V V=1.5 points.

4.3. Adaptive bit-rate allocation between video and audio streams according to the genre 
of the audiovisual program



data.

  

Q*  = c  + c ·Q*  + c ·Q*  + c ·Q* ·Q*  + c ·Q* 2 + c ·Q* 2,

Q*  = k  + k ·exp(k ·VBR),

Q*  = k  + k ·exp(k ·ABR),

Q*  = c  c ·*(k  + k ·exp(k ·TBR) + k ·VBR))+ c  (k  + k ·exp(k ·VBR))+ c  
*(k k  + k k ·exp(k ·TBR)* ·VBR)+*k  k ·exp(k ·VBR)+ k k ·exp(k ·TBR)* 
exp(k k ·VBR)) + c ·*(k  + k ·exp(k ·TBR) + k ·VBR))2 + c (k  + 
k ·exp(k ·VBR))2



Constraints

Figure 19. 



Answer Report Sheet

  

Constraints
  

Figure 20
program. Sensitivity Report Sheet

  

  Upper
Limit Limit

Figure 21. 
Limits Report Sheet



   
Figure 22. Relationships between the video data bit rate VBR and the predicted value of the 
integral quality Q*AV



Figure 23. The relationships between TBR available for the service and predicted audiovisual 

rate allocation for a) news, b) music video, c) sport program





Figure 24. Optimal channel bandwidth allocations for image and sound data transmission as 



4.4. Reducing the required bandwidth of the communication channel in accordance with 
the content of the multimedia program

.

  



Figure 25. Relationship between audio ABR and video VBR bitrates and predicted audio and video 
quality Q*A and Q*V for sports 

Table 11. Values of the minimum required bandwidth of the communication channel for the 
transmission of programs of various content

QAV News Story Musical Video Sports Report



and artifacts of compression.

mentation of the method.



points.



4.5. Conclusions to section 4:



5. Limits of Energy and Information processing in human brain



tive attention mechanisms.



.





Figure 28. The Z estimation of the BOLD signal simultaneously changes in different “visual” 

start. The abscise axis is a time of dynamic grows of percent length of test image counter 

Shelepin, 2020).



6. Conclusions



attention.
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Chapter 6. Genomics of cognitive functions: from molecular instability to mental 
disability

Iourov I. Y.

Yurov’s Laboratory of Molecular Genetics and Cytogenomics of the Brain, Mental Health Research 
Center, Moscow, Russia

Vorsanova’s Laboratory of Molecular Cytogenetics of Neuropsychiatric Diseases, Veltischev 
Research and Clinical Institute for Pediatrics of the Pirogov Russian National Research Medical 
University, Moscow, Russia

Russian Medical Academy of Continuous Postgraduate Education, Moscow, Russia

Abstract

Introduction



Genome and chromosome instability in the human brain





Figure 1. Schematic representation of ontogenetic aspects of chromosome and genome 

brain development). This process becomes exhausted soon after birth. At later developmental 

the amount of cells formed. Abnormal clearance of aneuploid cells leads to postnatal brain 

brain development leads to decrease of aneuploidy rates. The presence of abnormal cells in 
the brain from the early prenatal development to the late ontogeny is hypothesized to give 
rise to genome and chromosome instability in the brain of elderly individuals. Mitotic errors 
during adult neurogenesis can also produce aneuploid cells throughout aging. (Copyright 

licenses/by/2.0)

Molecular instability in the light of mental disability: opening the black box







Figure 2. Theoretical model for chromosomal instability mediating (A) cancer and (B) 
neurodegeneration. (A) Genetic defects and genetic-environmental interactions may cause 

populations may adapt to aneuploidy and chromosomal instability evolving to a cell population 

effects of chromosomal instability on cellular homeostasis are able to evolve clonally to produce 

proportion of cells interacting with environmental triggers may result into progressive neuronal 
cell loss (neurodegeneration) under natural selection pressure and through the programmed 

model is based on the observations of chromosomal instability in the neurodegenerating brain 
and cancers. (Copyright © Yurov et al 2019. This is an Open Access article distributed under 

the terms of the Creative Commons Attribution License, CC BY)

Concluding remarks



Author is supported by the Government Assignment of the Russian Ministry of Science and Higher 
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Chapter 7. Monitoring of psychophysical reactions of a person in the course of 
professional activity

Gorelik S., Khaskelberg E., Leshchinskiy V.

Soft Master Ltd (Netania, Israel), ITMO University (St.Petersburg, Russia)

Abstract

. 
the dynamics of the information entropy of the 

dynamics of the information entropy 

1. General considerations

«The doctor of the future will not give medicine, but will draw patient attention to care 
of the body, to a diet and to search of the reasons and ways of prevention of a disease» 
(Thomas Edison,1908) ».

crisis states.



 

 .  
 

disease states.

2. Biorhythms and functional state of the body



.

3. Analogy with information systems

 

 . . 





4. Preventive medicine based on regular monitoring on the dynamics of human 
information entropy as an information object

. 

tion and the factors that determine it.



Figure 1. Directions of application of technology for prediction and control of 
psychophysical disorders



Figure 2. Monitoring of psychophysical state of drivers of regular buses

., .



Figure 3. The functional scheme of the algorithm

5. Experimental results



Figure 4

Figure 5



appropriate decisions.



Figure 6

a

Figure 7–1

c

Figure 7–2



systems.

cisions.



6. Conclusion
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Chapter 8. Visual perception of microscopic objects

Gerasimov A. P.1,2, Shevtsov M. A.3, Bobkov D. E.3, Zabrodskaya Yu.M.1, Nazaralieva E.1, 
Kolotii A. D.4,5, Yurov Yu.B.4,5, Vorsanova S. G.4,5, Iourov I. Yu.4,5,6
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5Veltischev Research and Clinical Institute for Pediatrics of the Pirogov Russian National Research 

 
Russian Medical Academy of Continuous Postgraduate Education, Moscow, Russia



m and 

Pic. 1. Anaplastic astrocytoma. Confocal mi- Pic. 2.



Microscopic morphology and pathomorphology of central nervous system

ü

phenomena.
Colour.



Pic. 3. Focal cortical dysplasia I type. Zones 
of neuronal loss, cortical atrophy (phestonic 

Pic. 4. Focal cortical dysplasia I type. Lami-

Pic.5. FCD IIa. Dysmorphic neurons. Col. Pic. 6.





Cytogenetics



C

Pic. 9. Cytogenetics and molecular cytogenetics microscopy. (A) Metaphase spread with a 

parts between chromosomes 4 and 14.

ö

ü



Pic. 10.

Conclusion.
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Chapter 9. Assessment of color discrimination thresholds by the strict 
substitution method: a pilot study

Gracheva M. A.1,2, Belokopytov A. V.1, Timofeev V. A.1, Basova O. A.1, Maximov P. V.1, 
Nikolaev D. P.1
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2Institute for Biomedical Problems, Russian Academy of Sciences, Moscow, Russia
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Figure 1. Cone sensitivity spectra. S, M and L are referring to the S-, M-, and L-cones, 

Figure 2. Entire range of possible chromaticities in CIE1931 xy chromaticity diagram and 
MacAdam ellipses of indistinguishable colors. The ellipses are ten times their actual size, 
as depicted in MacAdam’s paper. Along a horseshoe-shaped outline of all possible colors, 

referring wavelengths are marked.



Figure 3. An example of experimental design for small color differences assessment 
(suprathreshold differences). A pair of colored samples are presented (test color and reference 
color) on a presentation screen or a presentation surface. A set of gray pairs are presented 
as a scale. Each pair may be chosen and positioned near the colored samples. A participant’s 

task is to choose a gray pair that is the most similar in difference to the colored pair.



Figure 4.
ellipses to the ones in CIE xyY1931 (Figure 2) one could easily see that in CIELUV ellipses 
are much more similar to each other. Nevertheless, there are still some strong disparities in 

size, angle and axis ratios of ellipses, meaning the space is not purely uniform.

The aims of the research:

Materials and Methods

The device



a

b

Figure 5. The apparatus used and its description.
a) The device was developed in IITP by Alexander V. Belokopytov. The device consists of two 

coordinates (in CIE1931 xyY color coordinate system) and rotating knobs to change the 
color. Additionally, a separate part with rotating knobs may be added for better participant 
experience. Stimulus box consists of a LED matrix, cooling fan, temperature sensor and a 
changeable aperture.

b) The scheme of a stimulus presentation in a strict substitution method. The test and reference 

stimulus, the test stimulus is presented for 1.5 sec, and so on.



Figure 6. The diagram presents the CIE xy chromaticity range with constant bright-
ness and color ranges for devices and datasets. The color gamut of the new device (solid 
line), the standard sRGB gamut (dashed line), and the range of samples in various color 

The developed device provides great opportunities for color threshold assessment in green-cy-
an (upper left part of the CIE diagram) and red-purple areas (lower right part of the CIE di-

agram, bordered by the straight line).



The procedure

 

 

Table 1. 

Color center Y x y

Figure 7. Directions for threshold assessments (around each color center).



Results

Results: comparison with CIEDE2000 by STRESS metric

  

Table 2.

Color center STRESS value

Results: graphical comparison with other researchers’ data



Figure 8. Comparison of the obtained threshold results with those of oth-
er researchers (Berns et al., 1991), plotted in CIE1931 xyY coordinates. 
Our results are presented as dots (8 dots for each color center), joined by dashed lines for 

In the plot, different threshold and suprathreshold measurements were joined, that is why the size of 

Berns and coauthors marked the ellipses that were different from all other authors, that are MacAdam 
results for all four color centers (MacAdam, 1942) and Wyszecki and Fielder results for the green 
color center (Wyszecki, Fielder, 1971).



Figure 9. Comparison of the obtained threshold results with those of other researchers (Mir-

are presented as dots, joined by black dashed lines for approximation of the whole form of 

are taken from (Mirjalili et al., 2019)). In this plot, different threshold and suprathreshold 

form and the tilt direction are to be compared.

Discussion

Results of the pilot color thresholds assessment



Limitations of the study

Further work

interest.



Figure 10. A scheme (a) and a photo (b) of an adaptation cabin developed. To better control 
adaptation conditions, the adaptation cabin is installed in a dark room (with no windows). 
Five sides of the cabin are covered with white paper, at the other side there is a chinrest and 

of 2° to see the device display. The device display is positioned at some distance from the 

Conclusions
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Chapter 10. Non-visual eye movements during memorization, long-term and 
short-term memory retrieval on the blank display: a pilot study

Lekhnitskaya P.

Kazan Federal University, Russia



movements in memory.

Method

connected.



2.1. Participant

at the screen.

2.2. Procedures

2.3. Materials and methods

2.3.1 Preprocessing



Table 1.
Scattered EM Grouped EM Without derivation

 to achieve 

.

2.3.2 Statistical Analysis

  
 



Results

memory, long-term memory, during memorization. Eye movements can be automatically 



Figure 1. Saccade direction of memorization and short-term memory retrieval

Figure 2. Saccade direction of long-term memory and short-term memory retrieval 

Table 2.
memory

Type of memory/
memorization Precision Recall F1-

score Accuracy



-
connected.

-
orization in memorization, short-term and long-term memory.

Table 4.
memory/memorization

Type of memory/
memorization Precision Recall F1-

score Accuracy



Table 5.
memory/memorization

Type of memory/
memorization Precision Recall F1-

score Accuracy

Discussion



Limitations and future work

Conclusion
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Malashin R., Boiko A.

Pavlov Institute of Physiology RAS, State University of Aerospace Instrumentation,  
Saint-Petersburg, Russia

Introduction

Dynamic networks



parameters.



per-distribution, per-instance and dynamic

General approach

Figure 1.
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Figure 3

appropriate for state refresher.

Let the dataset D consist of N xi yi

 Y Y D D

   

D .



Figure 4. Response-action encoder (a) and state-refresher in the form of RNN (b) or LSTM (c)

Figure 5. State refresher with short memory. Hidden state structure (a) and the diagram of 
its update algorithm (b) (Malashin, 2021)
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Figure 6. Hybrid DQN scheme (QLAC) (Malashin, Boiko, 2022)

Table 1.

index Classes of images that were 
used for training

Test set accuracy (10 
classes),%

Table 2. LAC and QLAC performance (Malashin, 2021)

Number of steps LAC (Malashin, 2021) QLAC (Malashin, Boiko, 2022)



Figure 7.
inappropriate training parameters, (b) LAC is trained with proper hyperparameters, (c) LAC 

with maximum accuracy on validation set

Figure 8
(Malasin, 2021)



of three steps.

Figure 9. Distribution of actions for each of three steps of LAC

nd rd

Dynamic stop



Figure 10.

R an, 
a � n

a

a.
Table 4.

Method Test accuracy Average number of steps

a
a



Figure 11. Comparison of LAC and DT-LAC (Malashin, 2022)

Conclusion

Loss function with oracle bonus.



Hierarchical agents.

Unsupervised learning.
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Chapter 12. The effect of transcranial Direct Current Stimulation on the 
electrical activity of the humans` cerebral cortex during facial expression 
emotion recognition

Meleshenko E. A., Egorova V. A., Ermakov P. N., Gorbenkova O. A.

Southern Federal University, Academy of Psychology and Educational Sciences, Rostov-on-Don, 
Russia

Keywords: 
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Introduction



Emotion recognition



Cerebral cortex areas responsible for facial emotion expression recognition.





Materials and methods

artifacts.



Results

Figure 1. The reaction time to the presented stimulus in the control and experimental groups 



Figure 2. The number of errors in determining the facial emotion expression in the control 

errors.



Figure 3. The epochs comparison of the experimental group before and after the intervention 
when presenting photographs of people expressing negative emotions.

Figure 4. Comparison of ERP by the Cz withdrawal of the experimental group before and after 
micropolarization when interpreting photographs of people expressing negative emotions. 



Figure 5. Comparison of ERP by the F7 lead of the experimental group before and after 
micropolarization when interpreting photographs of people expressing negative emotions. 

Figure 6. The epochs comparison of the experimental group before and after the intervention 
when presenting photographs of people expressing neutral emotions.

Figure 7. Comparison of ERP by the P3 lead of the experimental group before and after 
micropolarization when interpreting photographs of people expressing negative emotions. 



Figure 8. The epochs comparison in the experimental group before and after the intervention 
when presenting photographs of people expressing positive emotions.

Figure 9. Comparison of ERP by the T5 lead in the experimental group before and after 
micropolarization when interpreting photographs of people expressing negative emotions. 



Discussion



Figure 10. Comparison of the ERP in the experimental group before and after micropolarization 
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Chapter 13. Features of Visual Information Processing in Patients with 
Schizophrenia

Murav’eva S. V., Schemeleva O. V., Lebedev V. S., Vershinina E. A.

Pavlov Institute of Physiology, Academy of Sciences, St. Petersburg, Russia

Keywords:

Introduction



Materials and Methods



Figure. 1. Examples of two categories of black and white images, animate and inanimate 



Results

Table 2.

Lead Component Time Spatial frequency of an image (LF and HF)

P
P
P
P
P

P

P
P

P



P
P
P
P
P

Figure. 2. Average evoked potentials of patients with schizophrenia in the central vertex lead 

lead (Pz) and in the occipital leads on the left (O1, O2), on stimuli of images of objects of 

when comparing the ratio of the amplitudes of one component within each semantic group. 



Discussion

Conclusion
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Chapter 14. Functional near-infrared brain spectroscopy for ergonomics and 
clinical practice.
Rodionova I. , Korotaev V. , Shebut D. , Ryzhova V. , Khlynov R. , Mikheev S. , Shelepin Yu. , 
Morozov S. , Vasiliev P.

 

Stating the Problem

activity.

Working Principles of fNIRS



Figure 1. Absorption spectrum of infrared light by forms of Hb and water. For near-infrared 

this diapason. Izzetoglu et al., 2007)

Figure 2. NIR photons’ “path” from the light source to the detector through the different 
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Figure 3. Graphic representation of input and output NIR-light in the tissue  
(Pinti, Tachtsidis et al., 2020)
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Figure 4.1. Illustration of continuous wave NIRS (Scholkmann et al., 2014)

Figure 4.2. Illustration of frequency domain NIRS (Scholkmann et al., 2014)



Figure 4.3. Illustration of time domain NIRS (Scholkmann et al., 2014)

Clinical applications



Figure 5. Rate of hemodynamic changes during surgical manipulation with a patien within 

for deep and light anesthesia stages (Izzetoglu et al., 2011)

Figure 6. The effect of position variations on a 58-years-old female patient during laparoscopic 

et al., 2015)
-

tions. 



Figure 7. fNIRS response (changes in oxygenation) to induction with propofol (Hernandez-
Meza et al., 2015)



Figure 8. The overall average changes in the concentration of HbO2 of different groups during 



search in this area.

Figure 9. Averaged change in oxy-Hb and deoxy-Hb during VFT and LN in control group and 
patients with schizophrenia disorder (Rahman et al., 2020)



Conclusion
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Chapter 15. Features of the perception of emotionally colored images by 
adolescents and young people depending on the presence of social scenes on 
them

Skuratova K.1, Shelepin E.1, Naumova D.2

1Pavlov Institute of Physiology, Academy of Sciences, St. Petersburg, Russia 
2Saint Petersburg State University, Saint-Petersburg, Russia

Introduction
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Procedure and research methods

Results

Time to the rst xation



Figure 1

Number of xations

Figure 2.



Number of returns

Figure 3. Number of returns to an emotionally colored image

Saccade amplitude

Figure 4. Average amplitude of saccades on an emotionally colored image



Total scanpath length

Figure 5. The total length of the scanpath on an emotionally colored image

Attention Index



Figure 6. Index of attention to an emotionally colored image

Conclusions

disorders.
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Chapter 16. Cortical mechanisms of speech comprehension: from index sign to 
symbolic sign

Sizova O. B.

Psychological and Pedagogical Center for Social Adaptation of Children with Severe Speech Disorders, 
St. Petersburg, Russia
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Table 1. The state of the cortical provision of speech comprehension in different syndromes 
with speech comprehension dysfunction

Sensory aphasia
primary somatosensory 

representations

formed, secondary defect 

not formed

proprioceptive 
component of 
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Chapter 1 . Neural mechanisms of emotional memory

Tsvetkov E. A.1, Krasnoschekova E. I.2, Kharazova A. D.2

1Medical University of South Carolina, USA 
2St. Petersburg State University, Russia

Figure 1. Mimic grimaces corresponding to the basic emotions according to C. Izard’s 





2

3



Table 1.



Figure 2. Summary of the inputs to the amygdalar nuclei of the basolateral (A), ventromedial 



Figure 3. Summary of the main outputs from the cell groups of the amygdalar complex and the 



Figure 4. Responses of the projection neurons of dorsolateral nucleus of amygdala. Compiled from 

stimulating afferents in the external capsule, Stim 2 is the electrode stimulating afferents in the internal cap-

-





 



 



Figure 5. The AMPA and GABA components of biphasic response of projection neurons 

–  ratio of amplitude
of AMPA and GABA components of biphasic response at different intensity of stimulation of cortical and 
thalamic bers.



in vivo



in vitro in vivo. 

Figure 7. The effects of GABAergic receptors on long-term potentiation of cortical amygdala 
synapses and thalamic amygdala synapses initiated under LTP1 protocol.

protocol long-term potentiation of cortical amygdala synapses (C) and thalamic amygdala synapses (D) with/

(1) and without it (2).



Figure 8. A model of GRP-dependent negative feedback to lateral amygdala principal 
neurons.
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Chapter 1 . Analysis of the spinal neuronal populations in condition of high 
background neuropile staining using the “Cell Annotation Software

Veshchitskii A. A., Mikhalkin A. A., Merkulyeva N.S

Pavlov Institute of Physiology Russian Academy of Sciences, Saint Petersburg, Russia

Introduction



vice versa

Methods



Perfusion and dissection

m transverse 

Immunohistochemical processing
, an 

Table 1. The list of the used antibodies.

Antibody Host Clonality Dilution Production RRID

Horse



Image processing

Figure 1. Image processing algorithms in software applications the ImageJ and “Cell 
annotation software” (CAS).

Results and Discussion

Calbindin



Figure 2. Selection of the calbindin-immunopositive neurons in the dorsal horn of the spinal 

Parvalbumin



Figure 3. Selection of the parvalbumin-immunopositive neurons in the Clarke’s nucleus of 

tool (D), “Analyze particles” (E), and combinations of “Watershed” and “Analyze particles” 



.

Calretinin

Figure 4. Selection of the calretinin-immunopositive neurons in the intermediolateral nucleus 

tool (D), “Analyze particles” (E), and combinations of “Watershed” and “Analyze particles” 
(F). In (F) and (C) excessively detected objects in comparison to manual selection are circled. 
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1. Dataset description

Figure 1. Examples of images from the dataset. The upper row is optical, the lower one is 
the corresponding SAR images.

 
  



2. Proposed hybrid image registration algorithm

2.1. Neural network based on U-Net

2.2. Dataset.

Neural network



H

Figure 2. The structure of the neural network predicting a SAR image with an applied Gaussian 
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Alignment SAR-like and SAR.



is determined.

Figure 3. An illustration of algorithm for the calculation of the similarity value between 
SAR-like and SAR+gauss images for the case of translation value of 100 pixels along both 
coordinates (step 2 of the algorithm 1). The upper row corresponds to a SAR-like image, the 
lower row corresponds to a SAR+gauss. is the area of intersection of img1 and img2 images.



Figure 4.
SAR-like, SAR+gauss ().



2.2. Second step of hybrid algorithm

matched.



Figure 5. Example of inverted gradients. Optical image fragment on the left and SAR image 
fragment on the right.

3. Experiments and results



Figure 6. The mean number of images successfully matched by the algorithms based on the 
results of ten neural networks, depending on the variance multiplier. On the left is a case with 

Figure 7. The median value of the images successfully matched by the algorithms based on 
the results of ten neural networks, depending on the variance multiplier. On the left is a case 

4. Conclusions
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Chapter 2 . The role of spatial modulations of local visual features in a saliency 
map formation in humans

Yavna D., , Kupriyanov I.

Southern Federal University, Rostov-on-Don, Russia

Figure 1. Modulated sinusoidal gratings with superimposed RF maps of a striate neuron. The 

the dotted line is the modulation function. On the left is the brightness modulation, on the 
right is the contrast modulation.



of its time.



Methods

Model.

Training data.



of interest to him.

Figure 2. The scheme of the model used. Conv is the convolutional layer, Pool is the pooling 
layer, Up is the upsampling layer.



information.



Test data.

 or 

 and 

Figure 3. An example of pairs of images from a test sample. Above is a modulated texture, 

orientation, and SF.

Evaluation metrics.



SIM

KL

KL P Q.
CC

CC

EMD

ü

Here i and j
f i-th to j- d is 

Model training



Figure 4. The dynamics of loss function during training the model on Salicon dataset. The 
black curve is for training data, and the gray curve is for validation one.

Results and discussion

SIM KL CC EMD
SIM KL CC EMD 

SIM KL CC EMD
SIM KL CC EMD

Figure 5. Examples demonstrating the work of the model trained on Salicon. From top to 

images and maps are taken respectively from the Microsoft COCO and Salicon collections.



Table 1.
 is an average, s is a standard deviation.

Contrast modulation Orientation modulation SF modulation

s s s s s s

CC

Conclusion



Figure 6. The demodulation of spatial modulation signals by our saliency models (from top 

Figure 7. The demodulation of spatial modulation signals by the DeepGaze II saliency model 



systems.
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Chapter 21. Visual Rehabilitation Technologies Based on Neuroplasticity
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Helmholtz National Medical Research Center of Eye Diseases, Moscow, Russia

Introduction

Visual Restoration Therapy



Biofeedback Microperimetry

Stimulation Therapy for Visual Rehabilitation

therapy.
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